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Abstract 

This paper proposes an efficient method for on-line recognition of cursive Korean 
characters. Since Korean characters are composed of two or three graphemes in two 
dimensions, strokes, primitive components of the characters, are usually warped into a 
cursive form. To classify automatically such cursive strokes, an Adaptive Resonance Theory 
(ART) neural network is used. Fuzzy membership functions are used to adjust the system 
according to the writing habits of individual users. The positional relation between two 
consecutive strokes is also computed with fuzzy functions. With a sequence of strokes 
classified by the ART neural network and their positional relations computed by fuzzy 
functions, a character is recognized on a multilayer perceptron for character construction. 
The proposed method works well with the variation of different writing styles. A test with 
17,500 hand-written characters shows a recognition rate of 96.5 per cent and a speed of 0.3 
second per character. 

Keywords: On-line character recognition; ART-l neural network; Multilayer perception; 
Fuzzy function 

1. Introduction 

With the advance of hardware technology, much research has been done on 
on-line character recognition to realize a more natural and accurate human-mac- 
hine interface. We need to understand the characteristics of the target character 
set to develop a recognition method for it. Unlike the characters of Western 
alphabets such as English, Russian, French, German, etc., some Oriental charac- 

l Corresponding author. Email: kimhj@bh.kyungpook.ac.kr 

0925-2312/96/$15.00 0 1996 Elsevier Science B.V. All rights reserved 
SSDI 0925-2312(96)00128-X 



292 SK Kim et al. / Neurocomputing 10 (1996) 291-305 

ters, such as Korean and Chinese, have structural characteristics. That is, they are 
composed of smaller units in a two-dimensional space. As a result, their character 
set is very large and they have many problems not found in Western alphabets. 

Among these structural characteristics, Korean has the following inherent 
characteristics: (1) Korean is a large-alphabet language, which means that a large 
number of characters to be recognized exist; (2) since a grapheme is used to 
construct many different characters, there are many similar characters, so that a 
recognizer needs a more accurate recognition algorithm to discriminate correctly 
between similar characters; (3) on-line Korean characters have wide variations in 
the number of strokes, stroke order and shape. 

We can classify character recognition methods according to the recognition unit, 
such as either character [2], grapheme [3], stroke or stroke segments [4]. Recogniz- 
ing a character as a unit requires excessive amounts of memory space and 
processing time. To deal with these problems, a large-classification technique was 
used, usually resulting in an incomplete algorithm with many errors [2]. Because 
Korean characters are composed of two or three graphemes, some researchers 
have used the grapheme as a recognition unit [51. For hand-printed Korean 
characters, this approach is efficient since the character recognition problem is 
reduced to a grapheme recognition problem, which is simpler. However, separating 
graphemes from a hand-written character itself is very difficult. 

Stroke segment is a good recognition unit if a character is mainly composed of 
straight strokes as in Chinese characters. However, for recognizing cursive charac- 
ters, this approach is not so efficient. Since there can be many variations of stroke 
segments for a given stroke, a cursive stroke tends to have many different 
representations. Hand-printed characters, having no stroke connections, consist of 
seven or eight basic straight strokes. Several researchers have reported with a good 
recognition rate [3,6], however, this method has the severe limitation that strokes 
should be disconnected in writing Korean characters. Statistical reports show that 
more than 80 per cent of Korean test characters have one or more connected 
strokes [7]. Furthermore, on-line Korean characters have many similar characters 
and classifying them depends heavily on correct recognition of cursive and con- 
nected strokes. If every cursive stroke is segmented into one or more straight 
segments, it becomes very difficult to classify similar characters. Thus we decide to 
consider a whole cursive stroke as a recognition unit [7-91. 

In this paper, we propose a novel recognition method that uses ART-based 
stroke classification and multilayer perceptron-based character recognition. To 
accommodate various writing styIes and correctly classify similar strokes, we use an 
ART-l neural network and fuzzy membership functions. For numerous cursive 
strokes, the available classes into which strokes should be grouped are not easy to 
know in advance. To overcome this, we use an ART-l neural network that 
automatically assembles similar patterns together to form classes in a self-organized 
manner. Although the self-organizing stroke classifier can handle noisy and de- 
formed input strokes, it cannot discriminate between similar strokes (classified into 
the same class but different). To classify such similar strokes, we use fuzzy 
membership functions. With a sequence of the classified strokes including their 
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Fig. 1. The overall structure of the recognition system. 
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positional relations, character recognition is achieved by a multilayer perceptron 
learned with previous experience. Fig. 1 shows the overall structure of the 
recognition system. 

2. Preprocessing 

Generally, the data acquired from a tablet with an electronic pen is sampled at 
regular interval and represented as a sequence of coordinates on an X-Y plane. 
The sequence may contain variations depending on the writing style and the 
digitizer’s condition. Preprocessings minimize the variations through eliminating 
noises and hooks, and make the sequence appropriate input for the ART-l neural 
network. 

2.1. Extraction of feature vectors 

Fig. 2 shows the extraction process of a feature vector after eliminating noises 
and hooks [7]. This process uses the eight direction codes shown in Fig. 3. 

2.2. Conversion of strokes into binary input 

Since ART-l deals with binary patterns, the eight direction codes are converted 
into binary inputs by the rules shown in Table 1. The aim of this transformation is 
between each direction code to make a reasonable Hamming distance. Addition- 
ally, our ART-l neural network has 120 input neurons, so that the rest of the input 
vector which is not in eight directions is filled with zeros. For example, an input 

(a)afIer normalization (b)eight direction codes (c)first vector quantization (d)second vector quantization 

Fig. 2. Feature vector extraction process. 
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6 

Fig. 3. Eight directions. 

vector for Fig. 2 is 10101001 01011010 10101010 10010101 10101010 00000000 * * . 
ooooooOo. 

2.3. Positional relation 

To recognize a character correctly with identified strokes, we need to compute 
their positional relations. We use four fuzzy words Up, Down, Left and Right, 
which are represented by the fuzzy membership functions, F,, F,, F, and F, 
respectively. Let (Lx,, TyJ and @xi, Byi) be, respectively, the top-left point and 
bottom-right point of the smallest rectangle which contains a stroke i; and let 
(Cx,, CyJ be its center (see Fig. 4). Let 0 represent an angle between the centers 
of two consecutive strokes (see Fig. 5); and Ty, - ByZ, Ty, - Byr, Lx, - Rx, and 
Lx, - Rx,, respectively, represent the four distances between boundaries of two 
strokes. In Fig. 6, (a) through (e) show the eight fuzzy membership functions to 
compute positional relations and (f) through (h) show an example calculation of 
fuzzy relationships for the input character ’ x+’ (ja) shown in Fig. 5. 

Table 1 
Binary input pattern 

Code Binary input 

0 1 0 1 0 1 0 1 0 
1 1 0 1 0 1 0 0 1 
2 1 0 1 0 0 1 0 1 
3 1 0 0 1 0 1 0 1 
4 0 1 0 1 0 1 0 1 
5 0 1 0 1 0 1 1 0 
6 0 1 0 1 1 0 1 0 
7 0 1 1 0 1 0 1 0 
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J, J, 

k_-_______,__---__A 

Fig. 4. Symbols of a stroke. 

3. Stroke classification 

Stroke recognition is undertaken in two steps. In the first step, a class of a given 
stroke is selected using the ART-l neural network. In the next step, a stroke 
recognition is undertaken among a group of similar strokes with fuzzy membership 
functions. 

3.1. Identification of the stroke group 

Hand-printed strokes of Korean are usually identified with seven primitive 
strokes such as ‘- ‘, 1’, ‘I’, ‘1, ‘1 I, I”-‘, ’ o ‘. [6]. In hand-printing, no stroke con- 
nection is allowed between consecutive primitive strokes. However, most hand- 

Lx2 - Rx1 

Fig. 5. Symbols between consecutive strokes. 
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-(W 1+ W2)/2 0 (wl+ W2)/2 LxZ-Rx1 

-(W 1+ W2)/2 0 (wl+ W2)/2 Lxl-Rx2 

-(H I+ H2)/2 0 (Hl+ H2)/2 TyZ-By1 

-(HI+ HZ)12 0 oil+ H2)/2 Tyl-By2 

Fig. 6. Fuzzy functions and a defwzification process. 

written Korean characters appear cursive with their primitive strokes connected, 
making it hard to extract primitive strokes for recognition [7]. Naturally, the 
classification of such cursive strokes has an important role to guide the correct 
recognition. To deal with the cursive strokes, neural networks using a supervised 
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vigilance 

Fig. 7. The number of templates. 

learning algorithm are introduced [9,10,11], where the sequence of segmented 
straight lines or direction code is used as an input, and defining the actual strokes 
showed in daily writing is tried. However, in these systems, manual effort is needed 
to group the entire set of Korean strokes into classes, because the pairing of each 
input pattern with the target output is essential. This process is not only difficult 
but also prone to error. It would also be complex to build a neural network 
classifier that directly recognizes each stroke. 

We use an ART-l neural network to classify the cursive strokes. The significant 
feature of the ART-l neural network is its ability to self-organize and self-stabilize 
its recognition codes in response to many binary inputs of variable complexity. In 
other words, it learns or adapts to new inputs while at the same time attempts to 
retain its previously learned information in some stable state. It also has the 
advantage that it is designed to learn quickly and stably in real-time in response to 
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Fig. 8. Correct classification rate. 
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Fig. 9. Templates when the p = 0.8. 

a changing world with an unlimited number of inputs until it runs out of memory 
[12,13,14]. These properties reveal the good characteristics of the ART-l neural 
network when it is used as a tool for learning of recognition categories and 
recognizing patterns in real-time. 

In the ART neural network, the vigilance parameter(p) determines the coarse- 
ness of the classification [12,13], that is, the measure of similarity between the 
input and the categorized templates. Hence, it is important to choose a level 
appropriate for providing proper discernability in the classification. In the group- 
ing of strokes, we initialize the level of vigilance to 0.6 and increase it by 0.05 each 
time while categorizing the input strokes. The number of templates varies for each 
level (see Fig. 7). As the level of vigilance increases, the success rate of the 
classification improves (see Fig. 8). However, the performance deteriorates steeply 
around 0.8. Fig. 9 depicts templates and their frequency when vigilance level p is 
0.8. 
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3.2. Stroke recognition using fuzzy functions 

Fuzzy membership functions are used to discriminate a stroke from a group of 
similar strokes. Fig. 10 shows examples of similar strokes with a Korean character 
or a grapheme corresponding to them. Fig. 11 shows a fuzzy function for discern- 
ing ‘c ’ and ‘Z I, The shape of the stroke segment identified with ‘L’ in the figure 
plays an important role in classifying ‘c ’ and ‘Z ‘. If the ‘L’ of a stroke is a 
convex, the stroke is classified as *c ‘; otherwise It is classified as ‘Z ‘, 

Fig. 10. Examples of similar strokes. 

4. Character recognition 

If every character is represented as a sequence of stroke codes and positional 
relationships, many memory and long access time will be needed to find a 
corresponding sequence for an input character. Thus, a multilayer perceptron with 
a backpropagation learning algorithm is used to construct a character from a 
sequence. This network utilizes the construction rules of Korean characters. Fig. 
12 shows the structure of the network with an example. The input layer receives an 
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Fig. 11. An example of fuzzy membership function for I E I and ‘;3 t 

alternate sequence of stroke codes and positional relationships of a character. A 
code is represented 7 bits(nodes) and a positional relationship of 2 bits. The output 
layer has 16 nodes which denote a flag (0, the first consonant (5 bits), a vowel (5 
bits) and an optional last consonant (5 bits), respectively. The one-bit flag is used 
to mean that the result code means a Korean character. 

- Input 

7 D L R 
k 

Fig. 12. Multilayer perceptron for character construction. 

layer(133) 
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Table 2 
Recognition rate 

Char. # of 
char. 

Correct 
recog. 

Mis- 
recog. 

Reject Recog. 
rate (%) 

Train 
- 

19579 19361 218 0 98.9 
Test 17500 16878 170 452 96.5 

- 

(4 
\ 

lb) 

(4 

Fig. 13. Examples of recognition error. (a): sl(gul) -+ g(gool), (h): g(whirl) + ?, (c): q(huh) --) ?, 
(d): a (joi)-+ &jae). 

Table 3 
Relative ratio of error tvnes 

Error type # of error 
characters 

Rate (%) 

Abnormal writing 
Unlearned strokes 
Unlearned char. 
Ambiguous 
positional relation 

42 24.7 
17 10.0 

101 59.4 

10 5.9 

Total 170 100.0 
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LL 
Fig. 14. Sample test characters. 

D 0.W Q 0.70 Da 0 0.00 

Fig. 15. An implementation of the method. 
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5. Experimental results 

303 

To evaluate the performance of the proposed method, we experimented with a 
set of 19,579 characters for training and another set of 17,500 characters for 
testing. The test data were written by 10 different writers without any constraints. 
We used WACOM HD-648A as an input device and implemented the proposed 
method in C language on an IBM PC-486. Table 2 shows the result of rhe 
experiments. The recognition rate for the test characters was 96.5 per cent with 
speed of 0.3 second per character. 

Recognition errors were mainly caused by abnormal writing, excessive hook, 1 he 
use of unlearned strokes, unlearned characters and ambiguous positional relations. 
Only a small percentage of strokes were rejected and this proves the usefulness of 
ART-based stroke classification. Most rejections in the test data were from 
unlearned characters. This can be overcome by simply training the unlearned 
characters. Fig. 13 shows four examples that were mis-recognized and rejected. 
The character in (a) was mis-recognized as ’ $‘(gool) because the horizontal vowel 
8 - ’ had an excessive hook at the end of the stroke. The character in (b) was 
written with only one cursive stroke, which was among the unlearned strokes and 
was unusual. In (c), the character ’ -6.j’ (huh) was written in an abnormal order and 
was an unlearned character. Lastly, the character in (d) was mis-recognized 
because this character required a more accurate positional description. Table 3 
shows the relative error ratio according to error types. Sample test characters are 
shown in Fig. 14. Fig. 15 shows an implementation of the proposed method. 

6. Conclusions 

In this paper, we have proposed a new method for on-line recognition of cursive 
Korean characters. This method uses an ART-l neural network, fuzzy functions 
and multilayer perceptron. Since the ART-l stroke classifier automatically assern- 
bles similar patterns together, it does not suffer from stroke segmentation, stroke 
extraction and manual definition of the actual strokes for real-world characters 
that are critical processes for on-line character recognition. Furthermore, the 
classifier provides a large degree of flexibility in dealing with distortion of strokes. 
With the fuzzy membership functions for stroke classification together with the 
four fuzzy positional relations, we were able to achieve a very high recognition 
rate. 

Learning a character is achieved simply by adding a new character sequence t.o 
the training data for the multilayer perceptron for character construction. The 
network was able to learn to classify correctly all sequences from the training data 
set, so that it represented Korean characters efficiently. 

Though the performance of the proposed method was very good, it could be 
improved further at least in three respects: (1) through the study of writing 
behavior, it will be able to accommodate characters written in an abnormal order; 
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(2) a robust dehooking algorithm preprocessing will improve the recognition rate; 
(3) above all, more training data will lead to a more practical recognition system. 
Future work will also include application of the basic principle of the proposed 
method to other Oriental characters such as Chinese and Japanese. 
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